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Abstract

Breast cancer is the most frequent cancer in womenvielaged countries. Endocrine
treatment is indicated to the majority of breast cancer patients. However, in some cases
it does not work despite the current clinical indications. Eventually the resistayce
develop in many of those who initially responBe-analysis of available breast cancer
transcriptomic datasets using new mgkine signatures associated with endocrine
resistance makielpto understand and overcome endocrine resistance. The goal of this
project was to develop a bioinformatics pipelto (i) select endocrine resistant cases
from the available breast cancer datasets and (ii) classify the selected cases by multiple

multi-gene signatures.

The pipeline has been successfully designed and applied for classification of endocrine
resistam samples from 9 breast cancer datasets using 7 transcriptional signatures. The

obtained results have been presented in a dedicated web site. The pipeline consists of:

1 Procedures for a manually curated selection of relevant datasets and signatures;
1 Procelures for semautomatic data prprocessing, allowing crogdatform analysis;

1 A new, fully automated, classification algorithm (Iterative Consensus PAM).
The main features of the developed classification algorithm include:

1 Itis based on ussupervised artitioning;
T1t all ows afscsri findn ed sampl es;
1 The procedure does not require a training set;

1 The procedure can be used in a ciplsgform context (Affymetrix & lllumina).

The developed pipeline and web site may constitute a prototype for a febieub
collecting (i) data on endocrifresistant breast cancer specimens, (ii) collecting multi
gene signatures relevant to endocrine resistance and (iii) providing tools to apply the
signatures to thdata. The welbepository could provide a tool tategrate the data and
signatures and to produce new clinical and biological knowledge about endocrine

resistance in breast cancer.
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1 Introduction and Literature Review

The eanalysis ofpublicly available bioinformatics datasatsay providean important
source of new knowledgeModern biologicalmethodsproducevastamounts of data
that can be analysed frodifferent perspectives Authors originally conducting study
usually focustheir analysis on a specific questionthat can be addressed using
bioinformatics resources availakat the time. New bioinformatics toatsay open new
waysto re-analy® the samedata New datasetscollected within similar contextnay
allow comparison between the previouslyailable and newly published studies.
Further development of biologyay generate new biological questions that can be

answeredising theold data.

While having a great potential, th@mparison and ranalysis of already published
datesets has its challenges. First of #ike reanalysis requiresitheran appearancef
new questionshatmay be addressed using the old datavailability ofnew methods
and datasetsthat may be used in ranalysis. Second, but equally importarg;
anal ysi ng s o me o n goodeuhderstanding dféhesa data.e This inetud s
a range of questions starting frahe general biological context (e.g. criteria for patient
selection or response assessmehtpugh tothe technicaties of the lab methods
employed (e.g. procedure for tumour biopsy collection or nucleic acid exbrgct
Finally, the complexity omultiple datasetsand data analysifeaturesrequires special
attentionwhen presenting the resulideally the results shall be presented in a concise
and transparent way, clear for users with clinical or biologicaldracids.

This projectre-analy®s availabletranscriptomicdateasetson endocringesistant breast
cancers Thesedatasets @ame fromstudiesfocused orthe development of prognostic or
predictve signatures for endocrine treated patients. While derivimgg signatures,
authorsconsideredhe resistant (poor prognosis) patients as a siagfiéy opposed to

the responsive (good prognosis) patients. However, breast cancer is well known for its
molecular diversity Endocrine resistance may be caused Iffgiint mechanismsvith
distinctive molecular signaturesTherefore, it may be interesting to-amalyse thee
datasetsfocusng on the molecular diversity of endocrine resistandestead of

considering resistant tumours as a homogeneous grobp.aim of this project is to



classify endocringesistant tumours from publicly available datasets using known
multi-gene signatures for different mechanisms of endocrine resistancemayaiow
us tosuggesthe mechanisms causingsistagce in individual tumoursand to see how

different mechanisms of resistara@represented in different datasets.

1.1 Overview of Breast Cancer

1.1.1 Impact of breast cancer
Breast cancemaffects millions of lives worldwidg1]. About 48,000 women are
diagnosed with breast cancer and about 11,000 ware dying from breast cancer in

the UK each yeamaking it the most common cancer in womzjn

Average ostof breast cancer treatmentdevelopedvorld vary betweerGBP 7.000-
35.000 per patient depending on theountry, stageand calculationmethod [3-5].
Given the incidence of breast cancer, even the modest estimate amd#gsnidion
poundsper year spenh the UK for breast cancer caf8]. The totallossesincluding
absence from work, production loss and early retirement may resoiu¢h higher
numberd6].

1.1.2 Causes of breast cancer

Breast cancer is caused by a combinationifetstyle, environmental inherited and
stochastic genetitactors, which differ in each individual patienthe mainestablished

risk factorsfor breast cancaare summarised ifablel [7-9] and discussed below

1.1.2.1Age

Age is a common risk factor for all major malignancies. The mechanism of this
association is not clear. However, accumulation of DNA damage was associated with
both ageing and carcinogerefl0-12]. Taken together with aggssociated decline of
immune responsgld], this may explain theigher incidences of cancer in elderly
people. It may be noted thattes of the most cancers keep accelerating till the age of
70. In contrast, the breast cancer rate declines after 60 years. This may be explained by
reduced oestrogen levels and by Bteavolution in postmenopause. Alternatively,

one could consider the opposite: that endocrine disturbance associated with menopause

may lead to earlier development of breast cancers. For instassgtion of the cycle



may lead to a prolonged acyclexpression of oestrogen receptors (ERs) in normal
breast ducts in contrast to their cyclic expression in the reproductive|ldge
Potentially this could make breast epithelium more susceptible to oestasgeciated

tumour promoting events despite the general fall of oestrogens during the menopause.

1.1.2.2Reproductive factors and oestrogens

Risk of breast cancers strongly associated with a number of reproductive and
oestrogerrelated factors including pregnancy, breast feeding, age of menarche and
menopause, hormonal contraception and horameplcement therapyTéble 1).

Breast feeding and pregnancy reduce risk of breast cancer through a complex and not
yet understood endocrine effect on breast tissue rearrangefh&ntsin contrast, the

breast cancer risk associated with early menarche, ni@ieopauseand oestrogn
containing pills may be explained as a direct result of increased exposure of the breast

to oestrogens.

Oestrogens play an important role in the development and function of normal breast.

Specifically, they stimulate proliferation of breast epitheli{l6]. Intriguingly, in

Table 1: Main risk factors for breast cancer

Factor Relative risk
Elderly aye > 10
High breast density on mammogram 6
Atypical hyperplasiar cancer in other breast >4
High free estradiol in serum 3.6
Exposure to ionising radiation 3
First childafter40s 3
Menarche before age 11 3
Menopause after age 54 2
Breast cancer iafirst degree relative 2
Obesity (posimenopausal) 2
High intake of saturated fat 1.5
Alcohol consumption 1.3
Hormone replacement therapy for >10 years 1.3
Current usef oral contraceptives 1.2
Obesity (premenopausal) 0.7




normal breasthe cells carrying ER do not proliferate themselvEls-18]. This led toa
hypothesis that oestrogastimulated ERpositive epithelial cellsnduceproliferationin
adjacentER-negativeepithelial ngghbours[16-18]. Alternatively, one may suggest
that normal ER-carrying cells lose ERwhen enter proliferationafter stimulation by
oestrogens The dissociation between EPositivity and proliferation is lost dung
breast cancer developmembout 75% of breastumourspreserve oestrogen receptors
on the proliferatingcancercells[19]. This group of tumours is commonly referred as
oestrogen receptor positi{ER+ve) breast cancer; they hawenumber ofdistinctive
clinical features such as better prognosis and high responsiveness to endocrine
treatment. Noteworthy,the expression of estrogen receptors in ER+ve breast caiscers
oftenhigher than in normal breast epitheliig®-22]. In 2 to 20% ofcases this may be
explained byt h e r e geeefESR1jamdification depending on the method used
for amplification detegon [2324]. However, the exact mechanisms regulating
oestrogerreceptoroverexpression irthe remainingmajority of ER+vebreast cancers

remainunknownyet[20].

In additionto theproliferative effectthroughoestrogefreceptor signallingit has been
suggested thabestrogens can contribute to breast carcinogertbsiigh a direct
mutagenic effect byformation of DNA adducts. Oestrogens can be converted to
catecholoestrogens by p45Mediated hydroxylatiomn A-ring. In turn, the catechol
estrogens may beonvertedo quinones, whicldirectly bind purineéresdues in DNA,
resultingin mutagenidNA adductgFigurel, [25]).

Figure 1: Genotoxic effects of oestrogens
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Theoretically there is no obvious reason wthys genotoxic effect of oestrogens shall
be limited to breast tissue. Therefore, if the effect was strong, it might be expected that
higher life exposure to oestrogens may be associatedhgtier risk of other, non
breast malignancies, which has not besported (except fouterus, which is an
endocrinedependent tissue) At the same timethe risks of the lifelong oestrogen
exposure may be undstudied for methodical reasondeasuring lifelong exposure

to oestrogns is not a trivial tasloestrogens fluctuate during the cycle in reproductive
age and drop below thsensitivity of most commercially available tests in post
menopause[26]. In addition the level of bieavailable estrodiol depends on
concentrations of selormonebinding globulin[27]. Even with regard tdhe breast
cancer the methodical difficulties originally led to contradicting reswisether the
blood estrogen is related tbe cancer riskf28]. Only measuringof free estradiol in
large cohorts of patientallowedto detectthe link of oestrogens in blood with risk of

breast cancd@].

1.1.2.3Inheritance

Familial cases constitute10% ofall breast cancer{29,30]. However, familial history
alone does not reveal the whole contribution of inheritance to breast d&igfer
Criteria for familial cancer includa number othe affected1s or 2" degree relatives
[32). This is appropriatefor detectionof dominant high penetrancelleles For
instance:BRACAL/2 breast cancers have familial history in-@o casesdepending
on the country{31]. At the same time¢ances caused byare recessive alledelow
penetrance variasitor complex multgene heritable tratwill not affect close relatives;
thustheywil | manifest asporadic casedespite havinghe hereditable nature (

Figure2 [31,33]).

Apart from familial cancers, the hereditable component may be prevalent in multiple
and bilateral breast cancers, cancers in tweens and in early onset breag?G;33es

35. Estimates for the total contribution of inheritance into breast cancer incidence

still controversial. An analysis of a large tween dataset derived the hypothegia that
high proportion, and perhaps the majority, of breast cancers arise in a susceptible
minority of womem [36]. However, a later detailed analysis of the same data

concl uded t ha tofalfilirdast capcer ogpresertted dynheritable disease



e X ¢ e e d §33.1\BMélever estimate is correct, it is clear that even in women with
established heritable predisposition, the genetic component alone is not sufficient to
develop the ancer: only 2680% of the identical tweens will have breast cancer if the

sister is affectei36,37]. Having two firstdegree relatives diagnosed with breast cancer

i ncreases the i ndi v[3§.uCalybhgany knosvk rislbbafleleosn | vy 1 3
neither necessary nor sufficient for breast cancer development (arguably, except for a

rare combination of several high penatra genes). Taken together these observations

suggest that the inheritance shall be considered as a predisposing rather than a causal
factor, and that an additional exposure to environmental factors and axtmit®nal

somatic mutations are necessary évalop breast cancer even in women inherited the

high risk genes.

Figure 2: Example of a homozygous recessive inherited conditiomithout familial
history

EO O Grandparents

Parents, Uncles & Aunties

O Brothers & Sisters

Children and Cousins

Note: The figure shows an example of typical family affected by homozygous recessive
disease caused by a rare allele. Star [*] indicates the affected family member.
Complete or partial red shading indicates hemioheterozygosity for the risk allele.

No first or second degree relatives are affected despite the heritable nature of the
disease.



Most ofthe heritablebreast cancesusceptibility genefall into two major categories:
! genomemaintenancé tumour suppress@enesor

1 endocrine / steroid metabsin relatedyenes.

Alterations inthegenome maintenance gerasusuallyof high penetrangavhich may
lead tothe familial history. The genesmay beinvolved in DNA damageeception
(ATM [39]), DNA repair(BRCA1/2, BLM, [40,41]) or responséo DNA damag€de.g.
haltingcell cycleor triggeringapoptosisCHK?2, P53,[42,43)).

The endocrine and steroid metabolism genes include genes related to oestrogen
productionand signalling e.g: CYP19 (estrogesynthetase[44]), COMT (catechal
estrogen inactivatiorj45]) andESR1(estrogen receptor alphf6,47]). The dfect of
eachsteroid metabolisnvariant taken separately is usually small and limited te ER
positive tumourg48]. Despite the low penetrance of the individual variants, some
tween studies suggest that mulgene endcrinerelated traits may constitui@ major

partin breast cancereritable susceptibilitj33].

There are epidemiological data, indicating that currently kndwgh penetrance
predisposition genes are respbie for only ~20% of all inheritable risk of breast
cancer. The remaining 80% may be caused by a combined effect of multiple low
penetrance variantd.inkage studies based oanhily history cannot detect such genes.
Genomewide association studie§GWAS) on large cohorts of patients have been
suggested to address this is$d@-52]. Interestingly, the GWAS may also be used to

search for heritable protectiweits not only for thepredisposinggenes.

1.1.2.40ther factors

Many of theremainingspecific risk factorsmentionedn Tablel, may beconsidered as
derivatives from the discussed abowage,endocrine influences and inheritance. For
instance, high breast density may be inherded may be indicative oexposure to
endocrinefactorsand preexisting breast condition$53]. Similarly, postmenopausal
obesity is associated with increased oestrogen exptsolgyh the peripheral synthesis
of oestrogens in adipose tiss[#4]. Interestingly, the prenenopausal obesity may

have an opposite effefd5].



Marked geograhical and social differencas breast cancer ratdsave not yet been
satisfactorily explainedHowever, at least partially, theyay be related to low number
of children and tendency for later first ctbidh in developed world Exposure to
ionising radiation and other established carcinogens increases breastincideeces

in a way similar to their effect aihe other cancers.

1.1.3 Diversity of breast cancer
Several types of tumours can originate from the brga869]. These types have
distinctive clinical, pathological and molecular featusesnmarised inTable 2 and

describedn more details below

The major clinical sultypes of breast cancer are early breast cancer (including locally
advanced)60] and advanced breast canp@&t]. Most of the cases are diagnosed in the
early stage, when cancer does not spread beyond the regional (axillary) lymph nodes.
Early breast cances subdivided depending on lymph node involvement into lymph
nodepositive (LN+ve) and lympimode negative (LNe) disease, which have different
clinical management and prognosis. A small proportion of breast cancers are diagnosed
at the advanced stagehieh is characterised by distant dissemination; treatment and
prognosis of the advanced breast cancer depends on the degree of dissemination and
locations of metastases. Most common locations of breast cancer metastases include
bones (better prognosis) aniscera (liver, lung or brain), which have less favourable

outcomes.

The pathological classifications most widely adopted in clinical practice include

{1 assessment of invasiveness (invasive &tincancer),

1 histological grading bloom-Richardsori62] and

1 histologicaltyping of lreasttumaurs developed byhe World Health Organization
[56].

Invasivenss is based on detection of cancer cells breaking through basal membrane.
Invasive cancer requires more aggressive treatment, thamvesive tumours. The
Bloom-Richardson score is based on three components: disruption/preservation of
breastduct, nudear morphology and mitotic index. The score is expressed numerically

as 1 to 3gradel havingmost favourable prognosis (preserved ductal structure, good



nuclear morphology and low mitotic index) agchde3 having the poor outcome (no
ductal architectte, disfigured nucleand manymitoses). The WHO histological typing
is based on integral morphological assessment. The most common type is invasive
ductal carcinoma; the other types include 4mrasive ductal carcinoma (DCIS),

lobular, tubular, mucina@icancersand other rare histological types.

There are some correlations between histological types and mol&sailaes otancer

[58]. However, development of targeted treatments requires more direct molecular
markes informative for activity of specific pathways. The most useful molecular
marker in breast cancer is oestrogen recef®). It has been introduced in 1970

[19]. ERsarepresent in the majorityup to 75%,0f breast cancers. Importantiy

many (but not in allER+ve casessignalling through the oestrogen recepsorequired

to maintainthe tumour growth Progesterone receptor (PgR) is used to evaluate
functional status of oestrogen receptor signalling. Expression of PgR in breast is

stimulated by oestrogensThus, presence of PgR on breast cancer cells indicates that

Table 2: Classifications of breast cancer

Clinical types Early and Locally Advanced Breast Cancer
Main subtypes according to lymph node involvement (LN

Advanced Brast Cancer
Main subtypes according to location of distant metastase

Pathological Invasiveness
classifications Main subtypes: Invasive, In Situ

Histological type
Main subtypes: Ductal, Lobular, Tubular etc

Grade by Bloom Richardson
Grades 13 based ondisruption of glandular structurs
nucleolar morphology and mitotic index

Molecular Traditional markers
classifications Main subtypes: ER+/ PgR+{, HER2+£, Triple-negative

Intrinsic subtypes
Luminal A/B, Basal, HER#Z.ike, Normaltlike




oestrogen signalling is active. In contrast, absence of PgR in ER+ve tumours suggests
that oestrogen signalling may be dysfunctional despite the presence of oestrogen
receptors.Majority of hormonalreceptor (ER and PgR) positive tumours respoetl

to endocrine treatment (such as tamoxifen or aromatase inhibitors); none of hermonal
receptor negative tumours respond to these df6gds HER2 (Human Epidermal
growth factor Receptor 2) is tHast molecular marker thabas beerincorporated in
standard clinical practice. It can be used to guide targetedntretst by Herceptin
(trastusumab) or other drugs targeting this receptor. Ki67 is a proliferation marker that

is currently beingoroposedor clinical useto complement ER, PgR and HER&].

Most recently a number of muilene biomarkers have beesunggestedto further

characterise molecular basis of breast canc@se of the most developed molecular
classifications identifiefive ma j o r i Attyrpienssoi cwistunb andf f er ent
pathological featureduminal A and B (correspond to ER+ve tumours), basal, HER2

Like and normalike types (the latter three correspond to-#Rbreast cancerfs5,66].

While being considered an important milestone in breast cancer research, tis&cintrin
subtypes are yet of limited clinical utility. Jusfewof the multigene signatures have
beenapproved for clinical use, such as Oncotype Dx and Mammdgpii@8]. At the

same time, many studies are being carried out to bring translationalgersi

signatures into clin@ practice

Figure 3: Clinical history of breast cancer

Diagnosis Surgery Dissemination
Neo-adjuvant
) . Metastatic/advanced

treatment Adjuvant treatment .

(3+ months) disease treatment
I
- <lg-~::<}
. A Response

Response Disease-Free Survival . FZ{ d

(tumour size) 3 54 yrs (size and spread)

Overall Survival (5-10+yrs)

Note:Modi fied from A.Larionov & W 9l |l er (200
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Importantly t he cancer 6s <clinical, p a&d rotostatccg i ¢ a |
They change in time along with the cancer treatment and progression. Bigure
illustratesthe major clinicaleventsand treatment regimems clinical history/evolution

of breas cancer. Different pathways are involved in tumour progression at each step;
different treatment regimens and different response/progression criteria are applied

different stages of tumour progress{@9)].

1.2 Endocrine Treatment and Resistance in Breast Cancer

1.2.1 Endocrine treatment

Oestrogen receptors are present in ~75% of breast cqheersGrowth of these ER+ve
tumours usu&}y depends on oestrogen signalling. Endocrine treatment disrupts or
prevents this oestrogenic stimulation. The first example of successful endocrine
treatment, oophorectomy, has been reported by Beatson in 1896, decades before the
discovery of oestrogensr oestrogen receptof§0]. Remarkably, oophorectomy is
successfully used to treat pmeenopausal breast cancer patients till now. In addition,
several other modalities of endocrine treatment Hasen developed during the last
century; the major modalities of endocrine treatment are illustrated on Figure 4.

Figure 4: Endocrine treatment in breast cancer

Ovarian suppression
QOophorectomy
GnRH agonists (Goserilin)

Anti-oestrogens
Tamoxifen
Fazlodex

Ovary
(pre-menopause)

‘. Oestrogen  Breast Cancer
Receptor Cell
Aromatase Inhibitors — @‘ :
Letrozole HO

Anastrozole oestrogen
Exemestane

|

Peripheral tissues
(post-menopause)

Note: Reproduced from A.Larionov & W.Miller (201® i t h apermissoon 78] s
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Ovaries are main source of oestrogens inrpemopause. Ovarian production of
oestrogens can be ceased either by surgical removal of ovaries or pharmacologically (by
GnRH agonist$72]). Ovarian irradiation is not recommended nowadays because it is
less reliable and may be associated with adverseefiiéets [73,74]. After the
menopause, ovaries stop producirggtoogens and their blood level dramatically falls.
However, even the residual low level of oestrogens still is sufficient to support grows of
ER+ve breast cancers. In posénopause, the primary site of oestrogen production
moves to peripheral tissuefirst of all i to adipose tissu¢75. Adipose tissue
expresses very low levels of aromatase (the key enzyme of oestrogen biosynthesis).
However, because of the bulk of the tissue in the body it can produce sufficient amount
of oestrogens to stimulate growth of breast cancer. Aromatase inhibitors (Als) are used

to block the peripheral oestrogen production in poshopause.

Instead of preventing oestrogen production, the alternative approach is to block
oestrogen signalling through oestrogen receptors. For instance, Tamoxifen, the first
successful targetedettment in oncology, inhibits breast cancer growth by competing
with oestrogens for binding to oestrogen recedtoss

1.2.2 Endocrine resistan ce

Despite the success of endocrine treatment in genisalkeffectiveness vary in
individual patients. About 30% of ER+ve cases do not respond to endocrine treatment
despite the presence of oestrogen receptors (primary endocrine resistance). Many of
those who initially respond develop the resistance later (amhuesistance)77,78].

Clinical management of endocrine resistant cases usually includes an attempt to
administe another modality of endocrine treatment and/or add cytotoxic and other
targeted agents1]. In fact this tactics is rathexjuvantibustrial-and-error approach

than a rational attempt to overcenthe resistance basing on a knowledge of the

molecular mechanisms underlying growth of the resistant tumour.

Multiple causes for endocrine resistance have been suggeStdes residing outside
of the tumour may includeénaccuracy in ER assessmem9], poor adherence to
treatment [80] and adverse drug metabolism[81]. Many specific molecular

mechanismsacting within the tumour cell have also been suggestduich will be
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discussed latef77,82,83]. Figure5 illustrates the main steps in oestroggimulated

tumour growth. Resistance to treatment can develop at each step, for instance:

A) Inhibition of oestrogenbiosynthesis by Als may be inefficient because of

inherited polymorphisms in aromatase gg8%85|;

B) Effective inhibition of oestrogenbiosynthesis may be compromised by
exogenousoestrogeniccompounds(e.g. dietaryphytoestrogen®r oestrogenic
industrialphenolicpollutants)[86,87];

C) Aberrations and liganthdependent activation of oestrogen receptors may

influence response to endocrine treatnj86{89

D) Crosstalk with growth factors may enhance ERynalling and ERdriven

proliferation[90];

E) ER-driven proliferation may cexist with ERindependent proliferation

mechanisms in ER+ve breast can¢&f;

F) Apart of the proliferation, tumour growth depends on apoptosis, vascularisation

and other processes, which may contebiat endocrine resistance and response

[91,92].

1.2.3 Intratumoral

resistance

The last four ®pson the abovdigure refer tointratumoral mechanisms of endocrine
resistance. Bcause this projedeals withmolecular profilesof tumour biopsies, the
intratumoral mechanisms of endocrine resistapgeire adetailed attention Examples

of the major intratumoral molecularevents that may caussndocrine resistancare

molecular

mechanisms

highlightedin Figure6 and dscussed below.

of endocrine

Figure 5: Steps in oestrogerstimulated tumour growth
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1.2.3.1Ligand-independent activation of ER and hyper -sensitivity to

low concentrations of oestrogens

Upon binding to oestrogens ERs undergo dimerization and nuclear translocation.
Within the nucleus ER act as a nuclear factors binding to oestregalated elments
(ERE) and changing expression of the oestraggulated genes. Binding to EREs
requires ceregulators (AP1, NCOA# and others). It has been suggested that
overexpression of these -tegulators may lead to hypsensitivity to low
concentrationsfooestrogens or even may cause oestrogéapendent activation of the

ER- signalling[93]. Alternatively, oestrogeindependent activation of ERs may occur
because of phosphorylation of ERs, caused by gréadiors dependent intieellular
kinases as a part of crosstalk between growth factareestrogen signalling0,94].

Figure 6: Selected molecular mechanisms of endocrine resistance
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1.2.3.2Cyclins and other cell cycle regulators (CCND1, CCNE)

A number of cell cycle regulators acting downstream of BBRge been linked to
endocrine resistand®5]. Cyclin D (CCND1)is a commonly known oncogeradten
amplified in breast cancer and otherancers[96]. Cyclin D gene (CCND1)
anplifi cation is present ~20% ofbreast cancerases; theverexpression of Cyclin D
protein is observedn about a half of breast tumouf87,98]. Cyclin D plays an
important role inGO-G1-S transition during thecell cycle. Therefore its increased
activity may bedirectly associated with high proliferation and poor outcorHewever,
attempts to verifithis hypothesisn breast cancer were inconclusiv&Vhile there are
observations supporting thimodel [99], there arealso observations apparently
contradictng to it: whenoverexpressionof Cyclin D proteinwas associated with ER
positivity and good prognosi®7]. This controversymay be explained by the fact that
CCNDL1 is a known ER targgt0(Q. Therefore, high expression @fclin D1 proteinin
ER+ve cancers absence ofthe geneamplificationmay be indicative of the estrogen
dependent growthwhich islikely to respoml to endocrine treatmerand have a good
prognoss. In contrasttheautonomous (EfndependentCyclin D1 activity maycause
endocrineresistancg101]. The latter case is likely to be obseniédigh Cyclin D
protein expressiorfollows CCND1 gene amplification Indeed, amplification of
CCND1 geneis linked with poor prognosis and poor results on endocrine treatment
[102103. Therefore, CCNDIlprovidesa good example illustratingow proteomic,
transcriptomic and genomic data shall be analysed togébheleciphermolecular
mechanisms of endocrine resistaflégure7). To observe the whole picture one shall
also take into account several other genes, which may fenpbfyed with CCND1
[104,105.

Figure 7. Proposed interpretation of Cyclin D expression and amplification in
breast cancer

High Cyclin D expression Oestrogen-dependent Good prognosis and
without the gene Cyclin D expression & response to endocrine
amplification tumour growth treatment

High Cyclin D expression Autonomous Cyclin D Poor prognosis and
with the gene Oestrogen-independent resistance to endocrine
amplification tumour growth treatment
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Endocrne resistance can also be associated with other cell cycle regulators, acting
downstream of Cyclin D. For instance it has been shown that overexpression of
CyclinE (CCNEl) o r itdéds truncation by a caugeeci fi c
endocrine resistae by bypassg cell cycle arrestnduced by endocringreatment

[106-109.

1.2.3.30ross-talk between ER andgrowth factor ssignalling (HER2)

A number of molecular pathways commonly associated with carcinogenesis may
interact (crosgalk) with oestrogen receptor signalling. HER2 (Human Epidermal
growth factor Receptor 2) pathway tise most studied example of such interaction
because HER2 iamplified in a noticeable fractiomf ER+ve tumoursand there are
drugs targeting HER2 signallind10111]. HER2 amplification in ER+ve tumours is
associated with poorer results on endocrine treatpdd®112. This can be explained
either (i) bya direct effect of HER2 on proliferatiofthrough PISKAKT-mTOR or
RAS-ERK/MAPK cascadespr (ii) by ER-HER2 interaction[90]. The interaction is
bidirectional. On one hand, AKT cactivate ER byphosphoryltion; on the other
hand, the rapid effects of oestrogens mediated by plasma membranec&Rsause
EGFR- AKT cascade activatiof83].

1.2.3.40ther mechanisms

A number of ¢her molecular mechanisnitzave also been implicated in endoerin
resistance. These mechanisms involveiclear factors €.g. NFkB, MYC [113115]),
micro-RNAs (e.g.mir9, 221, 222(116117]) andmolecular determinants of apoptosis
(e.g. P53BCL2, CASPg118119). Importantly,theendocrine resistancaechanisms
closely interact with each other: mieRNAs being in control of ER or cell cycle
regulators, apoptosis being regulated by ogsinosignalling, etc.The combination of

mechanisms may differ in each individual tumour.

1.3 Transcript ional signatures in endocrine resistance

Despite the bulk of experimental and observational data on molecular mechanisms of
endocrine resistance, there are yet no clinically useful biomarkers to predict endocrine
resistance in ER+ve patients and there is no rational approach to overcome the

resigance. One of he strategiedo address this shortage to seekmulti-gene
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transcriptionalsignaturesassociated wittspecific mechanisra of resistanceand with

clinical outcoms.

1.3.1 Sample collection

The signatures can be derived from higloughput trascriptomicstudies carriesut
on either clinical samples or on experimental modédlse experimentamodelsusecell
culturesandlaboratoryanimals. The ell lines studied areusuallyER+ve cell linege.g.
MCF-7, T47D, BT474 or ZR-75, [120121]) incubaéd with tamoxifen or longterm
oestrogen depred (to model resistance to aromatase inhibjtpt22). Alternatively,
cell lines may be transfected witfeneticconstructs tanonitor oestrogenisignalling
or to modify cell growth or production of oestroggt23124]. Experimental animals
may be used as hosts for xenogr@ft®5. Alternativelythese may be aniafs with
induced breast carcinomas or genetically modified animalsjreog.with conditional
knockoutor overexpression aciromdase[126. The main advantage of experimental
models isthat they allow functional interventions to study causal relati@isthe
molecular level The main disadvantage is that experimefitalings may beof low
relevanceto clinical tumours and treatmentsFor instancethe experimentalmodels
poorly reflectclinical treatment dosages and settingsecificallyi the biology of most
comma adjuvant setting, when treatmentdisected atmicro-metastaticand dormant
disease.

The ollection of tumour samples often accompaniesast canceclinical trials or
treatment audit§127]. Findings based omnheseclinical tumour biopsiesmay be
directly translated to the clinic. Howeverseries collection may take yeaesbiopsy

size is limited andno experimentalinterventionsare possibleto study the causal
relationsin molealar findings When @mparingtranscriptomic datasetsbtainedin
different clinical studiesit is important topay attentionto the technical details
including studied populati@n treatment settirggand dosage criteria for response
assessment, biopsyechnique and microarray platforsm  The nain features
characterisingthe studied population, treatment and response assessment have been
discussed above éble 2, Fgure 3). In addition, it may bémportantto evaluate age,

ethnicity and reproductive status of patgent
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The biopsy techniques used in breast cancer transcriptomic studies include fine needle
aspirates (FNA), core biopsies and excision biopsies. The tissue may be preserved by
freezing in liquid nitrogen or byixation in formalin and paraffiembedding (FFPE
blocks). Because FNA samples provaleextremely small amount of material, they

may often be noimformative andbr be poorly represemtive for the intratumoral
heterogeneity. Core biopsy is a commoogedure irthe breast cancer clinigjsuallyit

is well toleratedand can be taken sequentially. Core biegpgrovide sufficient
material formoderntranscriptomic methodsup to 25-100mg of tissue).However, it

may not be enough for a repeated analysitheinitial attempt has failed. »€ision
biopsiesor tumour samples obtained at surgery usually are large (up to 1 gram and
more); usually excision biopsiesannot be collected sequentially, e.g. before and after

certain treatment.

Until recently most transcriptional studiegereconducted orfrozensamplesasRNA

is severely degraded in FFRHocks Recentprogressin molecular techniquebas
allowed PCR analysis on FFPBlocks; lowever, fresh frozen samples are still
preferable for théigh-throughput microarray techniques. FFPE samples may be stored
in archives for decades. Thushenanalysingtranscriptional data obtained on FFPE

blocksit is important tdbe aware of the age of blocks arvfdhe storage conditions.

1.3.2 Microarray platforms

Several microarray platforms have been used in transcriptomics studies in breast cancer.
Early seminal studiewere conducted more than a decade ago usiAgourse spotted
microarrayq65,66]. Theexperimens includel several steps. Fir@NA wasextracted

from studied samplesabelled (e.g. by fluorescent labels) and hybridised to the arrays
Thenthe arraysare scannedif a specific mMRNA was present in the sample, then the
corresponding spot showed fluorescenddis general experimental workfl is still

used inpreseniday microarray studies However, the array manufacturing, sample
preparation and labelling have begignificantly improved. Nowadaysthe in-house
spotted arraysvould beconsidered sultandard because oflatively low numbe of
spotsand lowaccuracy othein-house spottingContemporary studies @sommercial

arrays, with Affymetrix and Illlumina being the leadimgcroarray manufacturers.
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1.3.2.1Affymetrix arrays

Instead of spotting the probés arraysAffymetrix synthesisg the probes irsitu. A
combination ofphotolithography and oligonucleotide chemisatjows manufacturing

of very high density array§l0-2 0 mi c r o n s with grecisefocatpo of @ach

s p di2d. Because the #situ synthesis becomes less accurate for longer
oligonucleotides, Affymetrix arrays use multiple shot2% nucleotides) oligogo
overlapwithin the larger target area (Figu8® Importantly, each oligo is designed in

two versions: perfect match and single mismatch. To ensure specificity of the results
the original Affymetrix algorithns for data analysi§MAS4 and MAS5) recommend

comparison of signals obtained from the perfect match and mismatch probes.

1.3.2.2lllumina arrays
The Il lumina technology is a fAiBeadArrayo.
synthesise the probes-situ; neither lllumina spots probes on the arrainstead
lllumina attaches probes to small beads {3 &icrons in diameter, ~800k of oligo
copies per bead). This design allows the use of long probes (~50nucleotides). The
beads are spread over the array surface, which has special wells for regular
acommodation of the beads. The beads allocation is random. However, it is decoded

Figure 8: Design of Affymetrix array probe sets

Targetarea ]
Probe set — | — — _‘ — |
11 PM/MM pairs — — — — —

Probe pair Perfect match: CTCAAAGACTCTCCCGTGGATGACG
Mismatch: CTCAAAGACTCTTCCGTGGATGACG

19



after the array manufacturiid29. The decoded beadmap is supplied in a DMAP
file thatis unique for each the chipln addition he decodingprocedureprovides an
individual quality controlfor each chip manufacturing lllumina technology allows
placing many tens of thousands dbeadsper array, which is higdr density than
achieved by Affymetrix. Such high number &fatures allows for redundancy:
allocating severalidentical bead typesper array (~15 on averageincreases the

reliability of measurements

1.3.2.3Comparison of data from different micro -array platforms

Apart of Affymetrix and lllumina the commerciahicroarray manufacturers include
Agilent (spotted arrays Nimblegen (Roch,n-situ synthesised arraysnd others.
While the results obtained by differembicroarray platforms usually are similar
[130,131], the direct comparison or integration of microarray data obtanedifferent
platforms requires special precautions (seection onbatchcorrection and cross

platformintegrationbelow[132).

1.4 Bioinformatics pipeline in transcriptomics

The law data produceith microarray experimesnincludeimagesgenerated byhearray
scannersexperimental annotations and met@#a. Interpretation of thew datarelies
on complex bioinformatics procedures which include a large number of relatively
independent stepsMultiple legitimateoptions are available for each stepanalysis
Theseoptionsneed tobe tuned to specific dataset astddy design The robwst result
shallbe confirmed using differendlternativeoptionsapplied tothe samedataet This
section will describé¢he common bioinformatit¢asks performed during gene expression

microarray data analysis.

1.4.1 Microarray scanning and source data file types

Prior the further analysis the scannedmicroarray imagedave to be converted to
numerical values representing the intensity of spd83134. Affymetrix scanners

save data in a proprietary file format (DAT files), which can be rendered as image using
specidised software including own Affymetrix tools and somedR Matlab packages.

A single probe spot on Affymetrix raw images is ~ 10x10 pixels, only the central 8x8

being used for intensity measurement. The DAT files are converted to CEL files for
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further analysis. CEL files summarise information for each spot on the image. CEL

files may also be rendered as pseudages. However, thpseudeimages generated

from CELs represent each probe as a single pixel, instetie dfue images available

only fromDAT f il es. Conver s iegpressiorf valleEreqires o pr o
information about chip design, provided in CDF (Chip Description File) [fil8§].

lllumina scanners also produce several file types. The original images are saved in
TIFF files, containing ~17x17 pixels window around each bead. Only the central 9
pixels are usedor intensity measurement, the peripheral pixels are used as local
background. The corrected spots intensity data are stored in TXT files, which are
translated to the bead type intensities (IDAT files) using mapping, available in DMAP
files. Finally thebead intensity data are translated to probes intensities, using the
manifest files, available from Illlumina (e.g. BGX fild43€]). It may be noted that
folders with Arawo data generated by 111 ur
different files sets, depending on the nisestomised settings. The folder often may
contain JPEG images for each array. However, the size of JPEG files is quite small,
suggesting that they are just thumbnails based on processed data, like the pseudo

images generated from Affymetrix CHlles.

Figure 9: Affymetrix and lllumina source data files

Affymetrix
CDF

DAT N | | Summarised probe set’s intensities
_— in downstream analysis

.) . " i g T ISEOI O RESTTICEIS TSN

1
W

Downstream analysis

lllumina

Notes: Blue boxes show raw image data files, green boxes show processed image data
files, grey boxes show files with additional information about chip design, provided by
the manufacturer. Because of constant technology development, some figure details
(e.g. fie extensions) may be different for different Affymetrix and lllumina products.
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The summary of Affymetrix and Illlumina microarray dataflow from scanning to the

typical files used in the downstream analyses is illustrated on Figure 9.

Usually the summased intensity values are obtained usibgh e manufactur e
proprietary software supplied with the scanner. In contrast, the downstream analysis of

the summarised intensities aften performed usingappropriate Rpackages which

provide greater flexibity and transparencyfFor instanceAffymetrix CEL files can be

read by AffyR-packageg137); textfiles exported by | | u n@enmpmebridio can be

read by LumiR-packageg138. Currently lllumina encrypts IDAT files to encourage

generating of summarised probe intensities@®nomeStudio However, there are-R

packages that oaread the encrypted IDAT filesfof instance IDATreade).

Alternatively there are packagesbleto read therueimagelevel data for instance,
BeadarrayrR-package camport TIFF/TXT lllumina files[139.

1.4.2 Microarray d ata repositories and reporting standards

As well as oulown datasets, th project reanalyses several publicly available datasets.
It is a common academic practice to share#@edata oimicroarray experiments. This

is required for by most of the journals publishing resultswfh studies There are
severalpublicly available ancpublicly maintained repositories, whidre used for the
microarray data sharing The two most popular repositories are Gene Expression

Omnibus (GEO, http://www.ncbi.nlm.nih.gov/geo/[140) and ArrayExpress (

http://www.ebi.ac.uk/arrayexpress/ In addition to storing the data, these repositories

provide convenient interface fatatasetssearching andome basic analyss. The
repostories exchange the informatidretween each othethusa dataset submitted to
GEO will be soon availabldroughthe ArrayExpressoo. The repositories accept only
data satisfying to th®inimum Information Abouta Microarray Experiment (MIAME)
requirenents[141]. These include not only the dateemselvesbut also information

on the mainfactors influencing interpretation of the data: design of the experiment,

description of samples, array design, hybridisation and normalisation procedures.

1.4.3 Pre-processing

A typical Affymetrix or lllumina microarray experiment includes several sampéet e

of them hybridised on a separate chips. To compare measurements made on the

22


http://www.ncbi.nlm.nih.gov/geo/
http://www.ebi.ac.uk/arrayexpress/

different chips they need to be gmcessed. Pyprocessing includebackground

correction, normalisation, summarisifgtchcorrection and filtering.

Background correain at this ste@ccounts for global (RMA) or local (Loedsiases in
expression values. This does not substitute the background correction performed during

the image analysis, which accounts for peripheral pixels in the. spots

Affymetrix probesets conist of multiple probes (Figur8), which intensities have to be
summarigd to produce the overall pras expression value. Additionally, Affymetrix
provides the perfect match/ mismatphobes which may also be integrated thte
summarisation stefan example ofa platform-specific preprocessiny lllumina arrays
carry multiple beads carryinghe same probe. Theiintensities alsoshall be

summarised to produ@esingle expression value for each bead type.

The basic assumptiamnderlyingthe normalisationstep isthat the averageexpression
overall genesshall be similaton each array In practice, thenormalisation procedures
are based omoreadvancedissumptios, e.gthatthe distribution ofgenesexpressions
shall be similarbetweenarrays (quantile normalisatiorand may include some

empirically justified corrections (MAS algorithsn

Multiple R-packages can be used to perfotine array preprocessing. The nost
popularR-packages for Affymetrix data are Limma and Affy87,147. Beadarray and
Lumi R-packagean be used for Illumina arrapse-processing138139. In practice
the background correction, summation and normalisateme often performed
simultaneously, using integratednfttions available in thehosenR packageg143.
Thus, mas5()function from Affy package can be used to perform all-precessing
steps accor di $1dAST agorithrh. Bgsideetd the MAS5 algorithm,
expresso() function from the same packageay also perform Robust Multchip
Average (RMA) background correction, Loess or Quantile normalisation and
Medianpolish olLiwong summation algorithmd44]. Similar options are available in

other R packages for Affymetrix and Illumipae-processing

The fltration step in pregrocessing is used tremove noaAnformative probes, for

instance: probes thaire not expressed at all or do not change noticeably between the
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arrays. Another example of filtration is selectirt0 most variable probeis the array
(this is based oassunption thatthe most variablprobes ar¢he most informative

Finally, the preprocessing may include batclrrection. Large transcriptomic studies
associated witlbreast cancexlinical trials may collect samplesver several years and
process themn batches. It has been showihat even after baseline correction,
summation and normalisatidhe datamay still keep strong batehpecific biag[145.

There are several methods to minimise the bafééct The simplest method uses
mediancentring[146]. Importantly it is applied in a different dimension than time
normalisation: the assumption is that average expression of each gene shall be similar in
each batch. Like in the normalisation, this simple principle malelelopednto more
sophisticated algorithms, including emepal Bayesian calculations (CoraBcorrection

[147). It shall be noted that any batcbrrection method is removing differences
between the bahes. Thus, to avoid removal of legitimate meaningful differenites
composition of batches shall be balanced. For instance, develagature for
endocrine resistance in breast cancer, each batch shall include approximately similar

proportion of esistant and respsivetumours

An important specific case is when different batches are studied using different
microarray platforms. In addition toa specialised batehorrection procedures (.
CrossPlatformNormalisation, XPN[13Z) the inter-platform integration requige

probesmatching betweethe platforms, which may not be a trivial proced{itd8149.

1.4.4 Tumour classification using multi -gene signatures

This project is focused atime application of multigene signatures for classifications of
endocrineresistant breast tumours.Development and application of mugiene
classifiers involve severdlypical stepsillustrated on FigurelO [150. Initial un-
supervisedexplomatory analysis is needed to acquire familiarity with the data. It may
also include additional quality control checks. Timginsic subclasses may be related
to known clinical and pathological parameters. The next commonssiejplerive liss

of features differentially expressdzbtweenthe studiedgroups (e.g. responders and
nonresponders to treatment). Finally, these features areised to constructa
classification algorithm, which can be used to predict the claiseafewly collected

tumaurs.

24



1.4.4.1Exploratory analysis
Exploratory analysis includes descriptive statistics, quality controls arsdipervised
class discoveryrocedureslike Hierarchical Clustering Analysis (HCA) or Principal

Component Analysis (PCA).

Descriptive statistics pude important information for quality control purposes. For

i nstance, percentage of fdetectedd genes on
5% of genes can be used as quality control metrics. Labelling procedures utilised on

older arrays ofterwere sensitive to RNA degradation, which could be monitored by

speciac ont r ol probes | ocateds at 30 and 506 regi

Clustering is a group of methods that allocate similar cases tosach other. The
degree of similarity may be calculated using different distance measures, the actual
allocation of similar cases into clusters can be done using different
agglomeration/linkage algorithms. Selection of the distance measure and linkage
algorithm may drastically influence theustering result. Most common distance
measures include Euclidian distance, Manhattan distance or Correlation coefficient
between samples. Influence of distance measures on HCA is illustrated on Figure 11A.
Exampes of the linkage algorithms include Complete, Average or Single linkages, as
illustrated on Figure 11B. Clustering in transcriptomics is usually coupled with
heatmap figures that show genes expressions in studies cases. One of the main
advantages of H& is that combining btlustering of genes and cases with the heatmap

allows quick visual assessment of what genes arewudown regulated in different

Figure 10: Development of a multigene classifier

Exploratory Selection of Design of Classification of
analysis informative features classifier new datasets

25



tumour groups. Thdisadvantage is that clustering is sensitive to the noise originating
from low-informative variables(unless low weights are assigned to such variables

during the clustering)

Principal component analysis is an alternative to HCA class discovery teehnitpu

main advantage over HCA is that PCA effectively deals with the redundant er low
informative genes reducing the multidimensional space of all initial variables to a
smaller number of highlinformative principal components (PCs). Plotting cases
within the space of 2 or 3 most informative principal components allows visualising
subgroups within the studied dataset. The disadvantage of PCA is that it hides

bi ol ogi cal identities of the genes, cont

1.4.4.2Informative feat ures selection
Exploratory analysis is useful for acquainting with the data and for familiarising with
the data inner structure. However, it is not directly informative for derivation of the

multi-gene signatures, which can be used for tumours classifica

In the present study we will use signatures associated with different mechanisms of
endocrine resistance, for instance: transcriptional signatures associated with P53
mutations, PTEN loss or HER2 amplification. These signatures include genels, whic

expressed differently between the tumours with and without the studied feature (e.g.

with and without HER2 amplification).

Figure 11. Effects of Distance Measure and Linkagélgorithms on Clustering

rrelation Euclidian
Samples A, B and ( Correlatio uclidia

distance distance Cluster Complete linkage
(to the farthest element)
A A
Average linkage
(to the cluster centre)
Single linkage
(to the closest element)
B—— B
Element
to classify
C C
A: Distance measuse B: Linkage algorithrs
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The simplest methods for selection of differentially expressed gereebased on
classical statisticgi) first expression of each gene is compared in the studied groups
(using for instane ttest or Wicoxon-Mann test); (i) then the genes are ranked
according to thep-value for the difference; (iii)ifally a certain number ofthe top

differentially expressed genasetaken further to design a classifier

Having sufficient number of observationgpplication of the classical statistical
methodsproduces proper ranking of the informative genes. Howeveradheal p-
valuesmay bemisleading because thetassical testhave been developed femgle
experiments The microarrays measure many thousaatigenes at a time. pflying
p<0.05 criteria tosuch number of measurememal produce tens or hundreds of
Asignificantlyd changed nunben efsmultiple rrestinggy by
corrections have been suggestecatdress this problemThe simpest method isthe
Bonferroni correction, which merely multipli¢se classicap-value by the number of
tested genes. This is a very strict correction, which may exclude many significantly
changed genes for not to include any falseoverenes An dternative approach is

to explicitly allow some specific fals#iscovery rate (FDR, e.g. 20%) for the sake of

keeping all genuinely changed genes for downstream analysis.

Apart of the misleading -palues, the direct application of classical statistio
microarray data may have some other limitations. To overcome these limitations, a
large number of specialised and highly sophisticated methods have been suggested for
selection of differentially expressed genesmicroarray experimentgl51-156. The
specialisationcomesat a price of transparencyDifferent methods produce different

lists of genes. Even repetition of the same method may produce different results
because of randomisation incorporated@memethods Theoretically, it is legitimate

to have multiple equally informative muljiene signature$1l52. However,high
complexity andack of transparency may lead to satimal tuning of the sophisticated
methods. It was observed thatome differentially expressed genes derived ay
specialisedporocedure may be of low median foldarlyeand oflow consistency of
changegqFigure 12 [157,158)). Thus, to ensure the quality of gene listsduwed by
highly specialised methods, it is recommended to explore genes using conventional

descriptive statistics, prior taking them to the downstream analyses.
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1.4.4.3Classification algorithms

To classify tumours using informative features selected at th@peestep the features

shall be interpreted by a classification algorithm. The same features can be used in
different classification algorithmgl59. Prior to classification of the new cases, the
algorithms shall be trained on the dataset with known allocation of cases.

Some of the algorithhs are building on thenethods described earlier for exploratory
analysis. Thus,Figure 13 illustrates principles of ldear Discriminant Analysis (LDA
and Support Vector Machine (S\JMlassificationalgorithms, which build on the PCA
analysis.

LDA evaluates position of the training cases within the space of the most informative

latent variables (principal components) and draws a linear border, which best separates

Figure 12 Comparison of a specialised analysis with congency and amplitude of
change

Specialised analysis: Consistency of change:
see figure note down-regulated in
at least 75% of cases
132 genes
70 genes
Amplitude of change:
Median change > 1.5-fold
24 genes
NotesModi fied from Miller W, Lari onidy. A. et

Figure shows genes dowagulated on treatment. The specialised analysis was based
on statistical sigificance of changes assessed by linear modelling in paired samples
with empirical Bayesian adjustment for multiple testing.
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the groups. Classification of the new case is decided depending on which side of the
border it lays. In practice, the border ynaot be linear. It also may be that cases

closest to the border are more important for the exact demarcation of the borderline.

These considerations are taken into account by SVM algorithm, which dravigeam

borders basing only on selectedcasesifr t he training set (so cal
Examples of ther classification algorithms inclusearest neighbour method, network

based classificationgncluding Bayesian networks), Hidden Markov modeglattern

recognition clustering around cergidsand stepwise classification methdd$9167.

It may be noted that all these algorithms produce discrete classifications assigning each
case to one of thgroups. The quality of the discrete classification algorithm can be
assessed by overall accuracy of classification or by its sensitivity and specificity; in
some caseseceiver operating characteristic (RQ#9t can be used for assessment and

tuning ofdiscrete (binary) classifiers.

Along with the allocation of the case to a class it may be important to provide the
degree of confidence for the allocation, e.g. the probability of the assigned outcome.

This probability is naturally available when cldgsition is based on logistic regression

Figure 13: Principles of LDA and SVM classification algorithms

A: Linear Discriminant Analysis (LDA) B: Support Vector Machine (SVM)
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(Figure M). Similarly, aprobability of outcome may be based on empirical data, as
implemented in OncotypPX [67]. An advantage of the probabilibased
classification algorithms i<c$asbBafiabégodoalkht

the probability of either outcome is not high enough.

When a classification algorithm is trained to sustdy classify cases in the training

set it may be ovefitted to artificial or random features of the training set, instead of
recognising important biological determinants underlying the classes differences. The
risk of overfitting is specifically hidn for classifications based on microarray data,
where number of features (genes) is much higher than number of cases (tumours). A
common approach to avoid this ovfiting is to train the algorithm on sedets drawn

from the training set, using the exdkd cases for assessment of the algorithm (e.g.,
leaveoneout test or bootstrappingl63). Another way to reduce the risk of over
fitting is to reduce the number of features (genes), agglomerating them or using only the
most informative ones, which are additionally supported by biological evidences.
Because of the ovditting, the acurate assessment of a nugléne signature can be
performed on an independent validation dataset.

Figure 14: Example of a probabilistic classification based on logistic regression

Note: Reproduced from A.Larionov & W.Millef2010)[7]wi t h aut hor 6s per m
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